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ABSTRACT 

Purpose: To understand the algorithms used in Credit Card Fraud Detection (CCFD) using 

Machine Learning (ML) and Data Mining (DM) techniques, Review key findings in the area 

and come up with research gaps or unresolved problem. To become knowledgeable about the 

current discussions in the area of ML and DM. 

Design/Methodology/Approach: The survey on CCFD using ML and DM was conducted 

based on data from academic papers, web articles, conference proceedings, journals and 

other sources. Information is reviewed and analysed. 

Results/Findings: Identification of credit card fraud is essential for protecting a person's or 

an organization's assets. Even though we have various safeguards in place to prevent 

fraudulent activity, con artists may develop a method to get around the checkpoints. We must 

create straightforward and efficient algorithms employing ML and DM to anticipate 

fraudulent activities in advance. 

Originality/Value: Study of ML and DM algorithms in CCFD from diverse sources is done. 

This area needs study due to recent methods by fraudsters in digital crime have developed. 

The information acquired will be helpful for creating new methodologies or improving the 

outcomes of current algorithms. 

Type of Paper: Literature Review.  

Keywords: Machine learning, Data mining, Credit card fraud, legitimate, fraudulent, SWOT 

analysis 

1.  INTRODUCTION :  

The Internet is a global network that links billions of computers to the World Wide Web and to each 

other. Internet fraud is an attempt to deceive or mislead someone else online. Typically, this indicates 

that the victim of a scam loses money to the fraudsters. Computer services like chat rooms, e-mail, 

message boards, and websites can all be used for internet fraud. Types of internet fraud include Credit 

card fraud, Phishing, Online shopping frauds, Identity theft, Lottery fraud, Matrimonial frauds, Tax 

scams, etc.  

The process of CCFD [1] involves the identification of fraudulent purchase attempts and the 

subsequent refusal to accept such attempts in place of the order. Data mining is the process of gleaning 

useful information from enormous amounts of previously collected data. Finding algorithms that have 

become better because of experience gained from data is known as machine learning. 

Software programmes are able to make more accurate predictions of outcomes without needing to be 

explicitly told to do so when machine learning (ML) [2], which is a kind of artificial intelligence (AI) 

[3] is utilised. The utilisation of historical information as a source of information by ML algorithms 

makes it possible to generate reliable projections of future output values. The process of investigating 

the data and creating a model that will best reveal and prevent fraudulent transactions is known as 

CCFD with machine learning. 

mailto:devicharanrai2006@gmail.com
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2. OBJECTIVES OF REVIEW PAPER :   

(1) To study content coverage of current theories, research, and information in CCFD. 

(2) To explore the utilization of ML to assess CCFD  

(3) To evaluate DM for CCFD assessment and discussion. 

(4) To perform SWOT analysis of CCFD using ML and DM. 

3. METHODOLOGY :  

The term "cardholder data" refers to any identifying information about a person that can be used to 

locate them and is associated with someone who makes use of a credit or debit card (CD). The primary 

account number (PAN), as well as other information about the cardholder such as their name, 

expiration date, or service code, is contained inside the cardholder data. A data set is a term that refers 

to a collection of data (or dataset). In the case of tabular data, a data set is equivalent to one or more 

database tables. 

Credit card secondary data are gathered because they are private information. Data is confidential and 

cannot be given in public for safety reasons. Principal Component Analysis is a method for reducing 

the proportions of large data sets, and one of its primary applications is to shorten the length of these 

sets. This is accomplished by paring down the number of variables used in the analysis while ensuring 

that the vast majority of the information contained in the original set is preserved. 

With the help of principal component analysis, we are able to condense the information that is found 

in enormous data tables by utilising a reduced number of summary indexes that are both simpler to 

present and understand, 

The accessible datasets are listed in the following table. 

 

Table 1: Datasets for CCFD 

S. No.  Website Link Dataset 

1 Kaggle https://www.kaggle.com/datasets/kartik2112/fraud-

detection/download?datasetVersionNumber=1 

 

European 

2 Data.world https://data.world/vlad/credit-card-fraud-

detection/file/CC.csv 

 

Artificial 

3 OpenML 

 

https://www.openml.org/d/31 

 

German 

4 Github https://github.com/stedy/Machine-Learning-with-R-

datasets/blob/master/credit.csv 

 

Not specified 

  

The transactions made using credit cards by European cardholders in 2013 are included in the dataset 

provided by Kaggle. During two days, there were a total of 284,807 transactions that took place, the 

dataset discovered 492 instances of fraudulent activity. The dataset has a lot of inconsistencies, with 

frauds making up only 0.172% of all transactions. 

It only takes numeric values as the input, and those variables have been transformed using PCA. 

Because of concerns about maintaining the data's confidentiality, the data's original attributes and any 

further context are not provided. The primary components obtained by PCA include the functions V1, 

V2, and so on through V28. Time and Amount are the only two aspects that have not been changed in 

any way. Data set found in data.world is an artificial dataset created for the thesis adaptive machine 

learning [4] for CCFD. 

The German Credit dataset classifies individuals as having either favourable or unfavourable credit 

risks based on various characteristics. It consists of 20 labels, such as credit history, credit purpose, 

and age, among others. 

4. LITERATURE REVIEW : 

The following is a quick review of earlier literature related to CCFD. The table lists some of the 

scholarly literature found on ML. 

https://www.kaggle.com/datasets/kartik2112/fraud-detection/download?datasetVersionNumber=1
https://www.kaggle.com/datasets/kartik2112/fraud-detection/download?datasetVersionNumber=1
https://data.world/vlad/credit-card-fraud-detection/file/CC.csv
https://data.world/vlad/credit-card-fraud-detection/file/CC.csv
https://www.openml.org/d/31
https://github.com/stedy/Machine-Learning-with-R-datasets/blob/master/credit.csv
https://github.com/stedy/Machine-Learning-with-R-datasets/blob/master/credit.csv
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Table 2: Scholarly literature on machine Learning 

S. No. Area and Focus of the Research Contribution Reference 

1 Using ML for CCFD 

The focus is using SMOTE on 

imbalanced dataset 

Algorithm Random Forest is 

the most effective. 

Varmedja et al., 

(2019). [5] 

2 A Machine Learning Survey on 

Detecting CCF. 

The focus is on credit card safety. 

Machine learning outperforms 

previously used prediction, 

clustering, outlier detection, 

and other techniques. 

Popat et al., 

(2018). [6] 

3 Detection of fraudulent activity on credit 

cards using ML. 

Focus is to extract the behavioural 

patterns 

The Random Forest method 

yields the results of the 

highest possible quality. 

Dornadula., et al., 

 (2019). [7] 

4 Detection of fraudulent activity on credit 

cards in real time using machine 

learning. 

Focus is on four basic instances of fraud 

in real world transactions 

Utilising resampling 

approaches has a significant 

impact on making a classifier 

to perform comparably better. 

Thennakoon et 

al., (2019).[8] 

5 Detection of credit card fraud using 

skewed data  

Focus is on improvements in fraud 

detection 

Metrics recall and accuracy 

were increased under 

sampling the data and training 

the model on it. 

Mishra, et al., 

(2018). [9] 

6 Procedure for Oversampling Determined 

by the Classification. 

The focus is on SMOTE to generate 

synthetic samples for each positive 

sample. 

Accuracy, F1-score, AUC, 

and ROC metrics provide 

evidence of the high 

performance of OS-CCD. 

Jiang  et  al., 

(2021).[10] 

7 Algorithms for Intrusion Detection 

Systems Using Machine Learning. 

Focus is on performance measurements 

for false negatives and false positives to 

increase the intrusion detection system's 

detection rate 

There isn't a single machine 

learning method that can 

effectively tackle all the 

different forms of attacks.  

The random forest classifier 

attained the best rate of 

accuracy.  

Almseidin et al., 

(2017). [11] 

8 Detection of CCF using ML techniques. 

The focus is on the effectiveness of naive 

bayes, k-nearest neighbour, and logistic 

regression on skewed data. 

 

Except for accuracy, all 

measures considered 

demonstrate substantial 

performance for KNN. 

Awoyemi et al., 

(2017). [12] 

9 Detection of CCF using Bayesian and 

neural networks. 

The focus is on comparison of two 

algorithms. 

The training time for Bayesian 

networks is shorter, and they 

produce better results, 

however ANNs have a 

speedier fraud detection 

process. 

Maes et al., 

(2002). [13] 

10 Algorithms For Supervised Machine 

Learning Review 

Focus is on analysis of supervised 

machine learning methods of different 

types 

Depending on the specific of 

the issue, the appropriate 

algorithm should be used. 

Kumar  et al., 

(2017). [14 ] 

 

Varmedja, D., et al. [5] provides a number of different algorithms for classifying transactions as either 

fraudulent or legal. Oversampling was performed using the SMOTE method since the dataset had a 
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significant imbalance in its distribution of values. Performance metrics accuracy, precision, recall 

were used to assess the algorithms. 

Popat, R. R., et al.,[6] discuss factors behind usage of credit card and different algorithms used.  The 

protection of credit card transactions is the primary objective, with the secondary goal being the 

simplicity and confidence with which users can access online banking. Identifying the fraudulent 

activity on credit cards is accomplished through the utilisation of a wide variety of techniques, such 

as Deep Learning [15], Logistic Regression, Naive Bayesian, Support Vector Machine (SVM), Neural 

Network [16], Artificial Immune System [17], K Nearest Neighbor, Data Mining, Decision Tree [18], 

and so on. 

Dornadula, V. N., et al. [7], proposed the design and implementation of a fraud detection technique 

for streaming transaction data with the intention of analysing the transactional history of clients and 

extracting behavioural patterns. The transactions performed by cardholders from various groups are 

then combined using the sliding window approach so that the behaviour pattern [19] of each group 

may be retrieved separately. After that, the groupings are utilised to train [20] many classifiers on an 

individual basis in the future. After this, the classifier that received the best rating score can be chosen 

as one of the most efficient approaches to predict illegal transactions. 

Thennakoon, A.,et al. [8] elucidate machine learning models to address fraud, and the most effective 

approach. Fraudulent transactions [21] can take different forms and fall under several categories [22]. 

The evaluation serves as a manual for choosing the best algorithm for the particular fraud type [23], 

and it illustrates the evaluation with the proper performance metric [24]. Real-time CCFD is another 

crucial topic. 

Awoyemi, J. O., et al. [12] discuss the dataset [25] sampling strategy, variable choice, and the kind of 

fraud detection that is used all have a substantial impact on the level of success that is achieved in 

detecting fraudulent activity involving credit card transactions. On the skewed data, a hybrid under-

sampling [26]/over-sampling technique is used. Accuracy [27], sensitivity [28], specificity [29], 

precision, Matthews correlation coefficient [30], and balanced classification rate [31] are utilised in 

order to evaluate the effectiveness of the approaches. 

 Maes, S., et al.,[13] presents two machine learning algorithms that are used when there is uncertainty. 

For financial organizations [32], detecting CCF is crucial. Using artificial neural networks and 

Bayesian belief networks, it is possible to display the findings of issues found in real world financial 

data. This illustrates how several ML techniques, such as LR, NB, and RF with classifiers utilising the 

boosting technique, can be implemented on an imbalanced dataset [33]. A comprehensive analysis and 

assessment of the existing and planned models for detecting fraudulent activity on credit cards, as well 

as a study comparing these various methods, has been conducted. Therefore, several classification 

models are applied to the data, and the performance of the models is evaluated using quantitative 

metrics such as accuracy, precision, recall [34], f1 score [35], and confusion matrix [36]. The findings 

of the study indicate that the best classifier can be developed by training [37] and testing [38] with the 

assistance of supervised methods, which results in a better solution [39]. 

The SMOTE [40] approach was applied for oversampling because the dataset contained imbalances. 

In addition to this, a procedure for selecting features was carried out, and the dataset was then split 

into training and test data. During the experiment, the following algorithms were utilised: logistic 

regression, random forest, naive bayes, and multilayer perceptron [41]. The results demonstrate that 

each algorithm is highly accurate for detecting credit card fraud. The following table lists some of the 

scholarly literature found on DM. 

 

Table 3: Scholarly literature data mining 

S. No. Area & Focus of the Research Contribution Reference 

1 An Efficient Algorithm for an 

Incremental Mining ie sliding window 

Focus is on I/O, CPU cost, and   

memory utilization control 

By using the concepts of 

cumulative filtering, SWF 

lowers I/O and CPU costs. 

 It manages memory usage 

using the sliding-window 

partition technique. 

Lee (2001). [42] 

2 Data mining-based intrusion detection 

system 

EDADT algorithm minimises 

the dataset's real size and 

Nadiammai et al., 

(2013). [43] 
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The focus is on IDS linked with data 

mining. 

analyses current threats 

effectively and with a lower 

false alarm rate. 

3 Imbalanced datasets used in data 

mining 

Focus is on The performance metrics 

and sampling methods for mining 

imbalanced datasets 

When evaluating classifiers 

learned on imbalance data sets, 

accuracy is not a useful metric. 

Replication can make the 

decision region that 

determines the classification 

of the minority class smaller. 

Chawla (2009). 

[44] 

4 Detecting CCF using ML As A Data 

Mining Method. 

Focus is on combining the DM and ML 

approaches 

Bayesian classifiers generated 

considerably better results 

with filtered data. 

Yee et al., (2018). 

[45] 

5 Neural Networks and Data Mining 

Technique 

The focus is to identify the optimal 

classifier for the model. 

On both fronts, RF performs 

significantly better than any 

other classifier than the 

average 

Sahu et al., 

(2020).[46] 

6 Data Mining Application. 

Focus is to detect fraud in realtime 

Identify sudden deviations in 

established patterns and 

identify fraud's general usage 

patterns 

Akhilomen (2013). 

[47] 

7 Detecting credit card fraud in online 

retail that uses data mining. 

The focus is combining automatic and 

manual categorisation 

Random Forest did better than 

LR and SSVM. 

Carneiro  et  al. 

(2017).[48] 

8 Examining the different DM and ML 

Techniques.  

The focus is on a review of different 

methods for DM and ML. 

Innovative algorithms should 

be employed instead of 

conventional data mining 

techniques to identify 

fraudulent transactions. 

Patil  et al., (2018). 

[49] 

9 Data Mining Techniques Applied to an 

Analysis of Multiple Distributions for 

Spotting Credit Card FraudFocus is on 

under sampling, cross validation,  

 

Comparatively, RF 

outperforms NB, SVM, and 

KNN. 

 

ATA et al., (2020). 

[50] 

10 The banking industry is using the DM 

technology to detect fraud in real time. 

Focus is on patterns that might result in 

fraud 

two clients who just so happen 

to share the same 

characteristics 

will undoubtedly act the same 

John et al., (2016). 

[51] 

 

Lee, C., et al. [42], explain characteristics of sliding window filtering, utilises the ideas of cumulative 

filtering and scan reduction techniques to lower I/O and CPU costs while also efficiently regulating 

memory usage through the use of sliding-window partition. An ongoing time-variant transaction 

database can benefit greatly from effective incremental mining with the SWF algorithm. 

Nadiammai, G. V. [43] describe the essentiality of the Intrusion Detection System (IDS) in spotting 

network irregularities and threats. IDS and the data mining idea are combined to quickly and 

efficiently find the user-relevant concealed data that will be of interest. 

Chawla, N.,[44], analyse using ML methods to solve complex, real-world problems, many of which 

have data that is skewed. Distribution of the testing data may not match that of the training data, and 

the real costs of misclassification might not be understood at the time of learning. When the data is 

unbalanced or the prices of various errors vary significantly, predictive accuracy, metric for measuring 

classifier performance, may not be acceptable. 



International Journal of Applied Engineering and Management 

Letters (IJAEML), ISSN: 2581-7000, Vol. 7, No. 3, July 2023 
SRINIVAS 

PUBLICATION 

Devicharan Rai M., et al. (2023); www.srinivaspublication.com PAGE 22 

 

 
 

Yee, O. S., et al.,[45] explain how Bayesian network classifiers K2 [52], Tree Augmented Naive Bayes 

(TAN) [53], Naive Bayes, Logistics, and J48 [54] are used in the research to describe supervised based 

classification. After the dataset was preprocessed using normalization and Principal Component 

Analysis [55], all classifiers beat the results obtained without preprocessing the dataset by more than 

95.0 percent. 

Sahu, A., et al.,[46], explain addressing the underlying issue of data imbalance using two separate 

methods. To enhance the total number of samples coming from the minority class [56], the first 

technique employs data resampling [57], in contrast, the second technique employs a cost-based 

strategy, where additional weight [58] is added by the error function for each class. The weights enable 

the samples of fraudulent transactions to be given greater weight than the regular samples. 

Akhilomen [47], proposed to conduct the best categorization of each transaction into its related group 

in the absence of a prior output, the self-organizing map neural network (SOMNN) [59] technique. In 

contrast to previous statistical models and the two-stage clusters, the receiver-operating curve (ROC) 

[60] [61] of the CCFD watch could detect over 95% of fraud instances without producing any false 

alarms.  

Carneiro, N. [48], explain creation and the establishment of a system for detecting fraud in a significant 

online retailer. Mix of manual and automatic classification, which evaluates various machine learning 

techniques and provides insights throughout the development process. It assists academics and 

practitioners in the design and deployment of DM-based solutions for fraud detection and other related 

challenges. This helped the fraud analysts improve their manual revision procedure, leading to a good 

result. 

Patil, V. et al. [49], express method of examining different credit card users behaviour from historical 

transaction history databases, fraud transactions can be detected. Any deviation in expenditure patterns 

from the previously observed patterns may point to the presence of fraudulent activity. Techniques 

like data mining are frequently employed in the identification of credit card fraud. 

Oguz A.T.A. Et al. [50] discuss about confusion matrix and Area Under the Curve ranking measure 

to compare models in a skewed dataset in order to identify which would be the best model for fraud 

detection. The findings for the NB, SVM, KNN, and RF classifiers show the highest accuracy, with 

scores of 97,80%, 97,46%, 98,16%, and 98,23%, respectively. Four-division datasets (75:25, 90:10, 

66:34, and 80:20) were used for comparison, and the findings showed that the RF outperforms NB, 

SVM, and KNN. 

John, A., et al. [51], explains regarding using data-mining techniques, bank fraud can be detected by 

examining client data to spot trends that could indicate fraud. Once the patterns are discovered, 

banking procedures can be given a greater level of verification and authenticity. Following table lists 

some of the scholarly literature found on CCFD. 

 

Table 4: Scholarly literature on credit card fraud 

S. No. Area and Focus of the Research Contribution Reference 

1 Imbalanced Classification Methods for 

CCFD. 

Focus is on imbalance of data 

When the imbalance is 

extreme, the methods typically 

utilised to correct imbalance 

problems may have 

undesirable outcomes. 

Makki et al., 

(2019). [62] 

2 Machine Learning and Data Science for 

CCFD. 

 Focus is on detecting all fraudulent 

transactions while reducing erroneous 

fraud categories 

To improve the final result's 

accuracy, multiple algorithms 

might be joined as modules 

and linked together. 

Maniraj et al., 

(2019).  [63] 

3 Using an Optimised Light Gradient 

Boosting Device for CCFD. 

Focus is on utilizing an enhanced light 

gradient boosting machine for detecting 

fraud in credit card transactions 

(OLightGBM) 

Compared to other machine 

learning approaches, the 

suggested method achieved 

the highest levels of accuracy, 

AUC, precision, and F1-score. 

Taha et al., 

(2020). [64] 
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4 Using Weighted Extreme Learning 

Machines for imbalanced classification 

in CCFDs. 

Focus is to Optimize a Weighted 

Extreme Learning Machine using 

various clever optimization techniques. 

Better classification 

performance can be attained 

using the three improved 

WELMs. 

Zhu et al., 

(2020). [65]  

5 Awareness and prevention of credit 

card fraud 

The focus is on being conscious of the 

occurrence of credit card fraud 

More measures must be 

implemented to stop and 

identify credit card theft. 

Barker et al., 

(2008).  [66] 

6 Detection of credit card fraud using 

data analytic methods. 

Focus is on anticipate the identification 

of fraud 

The KNN method 

outperformed logistic 

regression in terms of 

accuracy value. 

Vengatesan et al. 

(2020). [67] 

7 Utilizing Feature Selection Method-

Based Adaptive Credit Card Fraud 

Detection Techniques. 

Focus is on feature selection strategies 

for CCFDs at the application level. 

The J48 classifier and PART 

classifier prediction accuracy 

has improved by 4% and 2%, 

respectively. Additionally, the 

J48 classifier, AdaBoost 

classifier, and random forest 

all gotten better in terms of 

precision. 

Singh et al., 

(2019). [68] 

8 Utilizing specific ML methods to 

identify CCF. 

The focus is on how well ML 

algorithms perform? 

There is barely any 

performance difference 

between logistic regression 

and random forest. LR 

displays superior outcomes in 

an incremental setup 

Puh et al., 

(2019). [69] 

9 CCFD using real-time data-driven 

methods 

Focus is on anomaly detection using 

real-time data 

The T2 control chart and one-

class support vector machine's 

results demonstrate that the 

strategy had a low rate of false 

alarms and high detection 

accuracy. 

Tran et al. 

(2018). [70] 

10 CCFD Using Gradient Boosting 

Techniques. 

Focus is on a variety of supervised and 

unsupervised machine learning 

methods for identifying fraudulent 

behaviour. 

In terms of accuracy, the 

CatBoost Model is efficient, 

When used with huge datasets, 

Light Gradient Boosting 

Machine is effective. 

Sarkar et al., 

(2022). [71] 

 

Makki, A.Z., et al. [62] compared the efficacy of the numerous imbalanced categorization algorithms 

in the presence of extreme imbalance. According to the performance measures taken into 

consideration, it was discovered that the LR 70, C5.0 decision tree algorithm, SVM 71, and ANN are 

the best approaches. 

Maniraj, S.A., et al.,[63] focused on data set analysis and preprocessing, as well as the application of 

several anomaly detection techniques to PCA-converted Credit Card Transaction data, as well as the 

Isolation Forest methodology and the Local Outlier Factor. 

Taha, M.S.,[64] illustrates the efficiency of an optimised light gradient boosting machine for 

identifying fraud in credit card transactions, using tests on two actual, publicly available credit card 

transaction data sets that included both valid and fraudulent transactions. 

Zhu H ,L.G.,[65]  explains during situations involving imbalanced classification, three enhanced 

dandelion algorithms with probability-based mutation are proposed, along with three optimised 

WELMs. It is also discussed Application of proposed algorithm to the detection of credit card fraud 
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Barker, K. J.,[66] explains Fraud relies on already available technology and the simplicity of obtaining 

equipment to steal people's identities and account information and create fake credit cards. The way 

technology evolves has an impact on fraud prevention as well. 

Vengatesan, K.,[67] presents a model which is based on a classification algorithm, and also based on 

a training and test set of data, performance is assessed using logistic regression and the KNN72 [72] 

algorithm. 

Singh, A. [68] proposes CCF at the application level, the study compares and examines the 

performance of five ML techniques. For the performance evaluation, the key metrics are considered. 

Puh, M., [69]    examines how well three machine learning algorithms—Random Forest, Support 

Vector Machine [73], and Logistic Regression [74]—perform at spotting fraud using real-world data 

that contains credit card information. 

Tran, P.,[70], proposes using one class SVM, the optimal kernel parameter selection, and T2 control 

charts for data-driven approaches for CCFD. Algorithms' efficacy is measured against a dataset 

comprising actual e-commerce transactions conducted online. 

5. CURRENT STATUS & NEW RELATED ISSUES : 

The effectiveness of a categorization system can be summarised in the form of a table that is known 

as a confusion matrix. A confusion matrix is used to display the results of a classification system and 

provide a summary of those results.   

 

Table 5: Confusion Matrix 

   

True Class 

 

Predicted class 

 

 Positive Negative 

Positive TP FP 

Negative FN TN 

 

 

  

The total number of accurate outcomes or hypothesis where the actual class was positive is known as 

the true positive rate (TP). The frequency of inaccurate findings or forecasts made while the actual 

class was positive is known as the false positive rate (FP). The total number of accurate outcomes or 

forecasts, when the actual class was negative, is known as the true-negative rate (TN). The total 

number of inaccurate outcomes or forecasts made when the actual class was negative is known as the 

false negative rate (FN). FP and FN should be minimized 

A false positive occurs when something is found to be true when it is actually false. Type I error is 

another name for FP. A false negative is when something is labeled as true when it is actually false. 

This is called as Type II error.  

The listing of a legitimate user as a fraudster by algorithms that is FP may cause numerous issues. 

Denial of service to a trustworthy customer could damage the financial organization's reputation. As 

a result, the business risks losing a real customer. Non-identification of the FN fraudster may result in 

financial loss for the organisation. Following Table 6 shows Metrics used: 

 

Table 6:  Performance Metrics used ML 

S. No. Metric Formula 

1 Accuracy TP+TN/(TP+FP+FN+TN) 

2 Precision TP/(TP+FP) 

3 Recall (sensitivity) TP/(TP+FN) 

4 Specificity TN/(TN+FP) 

5 F1 Score  2 * Precision * Recall / (Precision + Recall) 

 

The accuracy ratio is the number of accurately predicted observations to all observations. When we 

have symmetric datasets with almost equal values for false positives and negatives, accuracy is a 

good metric. 
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The term precision refers the proportion of positive observations that were accurately predicted, 

compared to the total number of positive observations that were anticipated. The precision can be 

determined by dividing the number of genuine positive results by the sum of the true and false positive 

results. 

Recall is the ratio of accurately predicted positive observations to all of the actual class's observations. 

The recall estimates how well the model can identify positive samples. More positive samples are 

found when the recall is higher. 

The specificity of a classifier is measured by the proportion of correctly classified negative data to the 

total number of actual negative data. The capacity of a test to appropriately exclude is known as 

specificity. 

When added together, Precision and Recall make up what is known as the F1 Score. In calculating 

this score, both false positives and false negatives are taken into account. It is not as simple to 

understand as accuracy. The F1-score is a fair metric that accurately measures how accurate models 

are across different domains. 

 

5.1 Major types of Credit Card Fraud Types: 
(i) Card Not Present Fraud: When someone uses a debit or credit card to make an online purchase 

without the owner's consent, this is referred to as card not present fraud (CNP fraud). The most 

prevalent CNP fraud is E-commerce fraud.  

Telephone and online transactions can begin without a physical payment card being present. Instead, 

all that is required from the customer to complete the transaction is the card number and other easily 

accessible information. 

However, the phrase applies to any credit card transaction in which the card is not physically provided 

to the merchant to complete the transaction, including phone fraud and mail order fraud. Most credit 

card frauds involve card not present fraud. When a fraudster has access to genuine information, CNP 

fraud protection is difficult [75]. 

 

(ii) Skimming: The use of a skimmer to obtain credit card information is a form of theft known as 

skimming. Skimmer is card reader hardware that is installed and gathers card numbers. Fraudster may 

modify ATM equipment to collect magnetic stripe information from used cards and the PINs 

associated with cards. A fraudster can wirelessly acquire stolen information by simply being there and 

having access to a PIN. 

Skimming is challenging to catch. Often, skimming is discovered unexpectedly. Businesses may 

become suspicious of fraud if their revenue is lower than anticipated [76]. 

 

(iii) Phishing:  Phishing is when someone impersonates a trustworthy website, email, or message to 

gain sensitive financial information such as credit card numbers. A lot of the time, it might be difficult 

to determine whether these links and websites can be trusted. 

Attacks involve sending spoof emails to users to get them to respond with their login information and 

password. Even while such assaults may be successful right now, from the attackers' perspective, the 

success rate is reduced because many users have been educated not to transmit important information 

via email. 

Certain phishing scams are more technologically sophisticated and utilise well-known flaws in widely 

used web browsers in Internet, to gather sensitive data about the victim [77]. 

 

(iv) Lost or Stolen card: A card could be taken by a thief or could be accessed from an unsafe location. 

Until the cardholder learns of the loss and blocks the card, the card may be mistreated and used without 

permission. As cards are kept in wallets that include all of the card's information, a thief who steals a 

card may have immediate access to the information. [78]. 

 

(v) Application fraud: Application fraud occurs when a dishonest person submits an application for a 

loan or line of credit using fraudulent or stolen identification with the intention of not paying back the 

money borrowed from the lender. 

Once the application has been processed, the thief uses the new credit card to make large withdrawals 

of money, leaving the person whose identity was stolen accountable for making payments on the loan. 
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Even though the victim is irresponsible for the phony debt, it is possible that they may not be 

discovered as a victim of this form of fraud until after they have already paid off the money. This 

presented a significant risk to the victim [79]. 

 
Fig. 1: image source: www.universalcpareview.com [80] 

6. IDEAL SOLUTION, DESIRED STATUS & IMPROVEMENTS REQUIRED :  

KNN, Logistic Regression, SWM, Random Forest, and Neural Networks are a few algorithms from 

which conclusions are drawn after evaluating their metrics. To make a choice, we must evaluate all 

the algorithms using the dataset. 

Online transactions are a major source of difficulty for fraudster detection, and metrics alone cannot 

solve this problem. We must devise a technique, which could be a hybrid algorithm or a single 

algorithm, that provides the best possible outcome. Algorithms for online machine learning must be 

developed. 

When working with unbalanced data set in CCFD, accuracy is not a good indicator of performance. 

A good measure is the F1 score. When calculating the F1 measure, precision and recall metrics are 

both considered. Our main problem with confusion matrices is False Positive and False Negative 

results. Predicted as Fraduster, but the customer is Legitimate user (FP) and Predicted as Legitimate, 

the user is Fraduster (FN) needs to be much less. Precision considers both FP and TP. To compute 

recall, FN and TP are required. If the algorithm defeats FP and FN, then F1 should be equal to 1 or 

close to 1. 

7. RESEARCH GAP :  

After performing a literature review to date, the following research gaps were identified: 

(i) Credit card fraud can be detected through various ML and DM technologies. Without considering 

all the other algorithms, a comparison of a small number of algorithms shows that random forest 

outperforms the others. 

(ii) Metrics used to evaluate algorithms are offline, they will be used to assess algorithm performance 

after the fraud has occurred. By the time metrics identify the fraudster, the fraudster may have engaged 

in several further instances of deception. Anti-fraud technology that works in real time is an absolute 

must. 

(iii) When PCA is applied to a dataset, information is lost and improperly understood. 

8. RESEARCH AGENDAS BASED ON THE RESEARCH GAP : 

(1) Study of different ML and DM algorithms used in CCFD and their performance. 

(2) Comparison of confusion matrix results with respect to different algorithms in ML and DM. 

(3) To study datasets available and find features important in data sets in a large data set. 

http://www.universalcpareview.com/
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(4) Study different tools available to compare algorithm performance. 

9. ANALYSIS OF RESEARCH AGENDAS :  

Machine learning may be broken down into four main categories, which are supervised [81], semi-

unsupervised [82], semi supervised [83], and reinforcement learning [84]. Each of these subcategories 

has its own unique set of advantages and disadvantages. Supervised ML algorithms are used to train 

algorithms to correctly classify data or to anticipate outcomes using named data sets. Using training 

data, unsupervised machine learning technique applies models. Models instead use the provided data 

to uncover hidden patterns and insights. Both labeled and unlabeled data are utilized in semi-

supervised learning. Labeled data has important tags so the computer can comprehend it, whereas 

unlabeled data does not. The machine learning algorithm is provided with a list of operations, 

parameters, and output values. After generating the rules, the ML algorithm seeks to explore multiple 

options and possibilities, evaluating each result to determine which the best is. 

 

9.1 Supervised learning algorithm:  
Naive Bayes: According to the Naive Bayes classifier, which is based on the Bayes theorem, each 

value is classified as independent of every other value. It enables us to make predictions about groups 

or categories with probability while utilising a certain collection of features. 

Support Vector Machine: They effectively categorise the data by providing a collection of training 

examples, each of which is labelled to indicate that it belongs to one of the two categories. The method 

then creates a model by assigning new values to one or more categories. 

Linear Regression:  The use of simple linear regression makes it feasible to understand the 

relationships that exist between two continuous variables. It is possible to make an accurate prediction 

about the value of one variable by employing linear regression analysis and basing that guess on the 

value of another variable. 

Decision Trees:  It is a tree structure resembling a flowchart that employs branching to show every 

decision's potential results. Every node in the tree represents a test on a particular variable, and every 

branch reflects the result of that test Logistic  

Regression:  It is concerned with calculating the likelihood of an event happening based on the 

preceding information given. It is utilised to deal with dependent variables that are binary, that is, have 

just two possible values, 0 and 1. 

Random Forests: The ensemble learning technique uses multiple algorithms to provide superior 

classification, regression, and other outcomes. Each classifier works poorly on its alone but excels 

when paired with others. 

Nearest Neighbours:  The K-Nearest-Neighbor method determines the likelihood that a data point 

falls into a particular category. In order to determine which cluster a given data point belongs to, it 

looks at neighbouring data points. 

 

9.2 Unsupervised learning algorithms: 
K Means Clustering: The method finds groups within the data, with the variable representing the 

number of groups. Using the given attributes, it then works iteratively to categorise each data point 

into one of K groups. To separate groups with similar qualities and group them into clusters is the 

goal. The number of groups found in the data using the k-means method is denoted by the variable 

"k." 

Independent Component Analysis: To separate distinct sources from a mixed signal, ICA is utilised. 

In contrast to PCA, which emphasises maximising data point variance, independent component 

analysis emphasises independence, or independent components. According to the ICA, the 

independent components must have a non-gaussian distribution and are presumed to be statistically 

independent of one another. 

Apriori algorithm: The phrase "apriori algorithm" refers to the algorithm that establishes the 

principles of item association. The development of an association rule between a number of different 

items is the fundamental purpose of the apriori algorithm. The association rule provides an explanation 

of the relationships that exist between two or more objects. The Apriori algorithm is sometimes 

referred to as frequent pattern mining in some circles. 
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Singular Value Decomposition: The factorization of a single matrix into three distinct matrices. 

Important geometrical and theoretical ideas regarding linear transformations are communicated by 

it and possesses a number of noteworthy algebraic properties. Additionally, it has several significant 

applications in the field of data science. 

Hierarchical Cluster Analysis: Hierarchical cluster analysis is the technique used to cluster unlabeled 

data sets. The dendrogram is a tree-like structure that depicts the existing cluster hierarchy. K-means 

clustering and hierarchical clustering can provide results that resemble one another on occasion, 

despite the fact that they operate differently. As with the K-Means technique, there is no prerequisite 

that states that the number of clusters must be determined in advance. 

 

9.3 Semi supervised learning algorithms: 
It uses both supervised and unsupervised learning methods in a hybrid fashion. labelled and unlabelled 

data are present in the training data. But there is a relatively tiny amount of labelled data, and there is 

a vast amount of unlabeled data. An unsupervised learning method is first used to cluster similar data, 

and it also helps label the unlabeled data into labelled data by turning it into clusters of similar data. 

This explains why labelled data is more expensive to acquire compared to unlabeled data. 

 

9.4 Reinforcement  learning algorithms: 
Artificial Neural Networks:  The way that biological systems like the brain process information is an 

inspiration for artificial neural networks (ANNs). ANNs are simply a vast collection of interconnected 

processing components that cooperate to address particular issues. It is a computational model made 

up of various processing components that, in accordance with their established activation functions, 

take inputs and produce results. 

State–action–reward–state–action with eligibility traces: (SARSA – Lambda): SARSA It is a 

learning algorithm for Markov decision-making procedures. SARSA employs the ON-policy 

learning method, in which the agent picks up new information from the agents' most recent set of 

actions. The SARSA algorithm is autonomous from the prior learning or greedy learning policy 

because there is no maximum operation that is performed in it. 

Q-learning algorithm: The Q-learning algorithm uses model-free reinforcement learning to 

determine the worth of a given action in a given situation. Without the need for modifications, it is 

able to solve problems associated with stochastic transitions and rewards and does not require an 

environment model. It essentially amounts to a dynamic programming approach that is gradual and 

places modest processing demands. 

Deep Deterministic Policy Gradient: It is a method that depends on optimising parametrized rules in 

light of the anticipated return. Deep Q Learning (DQN) and DPG are combined in the model-free off-

policy actor-critic approach known as DDPG. Given that it produces the action immediately, the policy 

is deterministic. The policy-determined action is supplemented with some Gaussian noise to 

encourage exploration. 

Asynchronous Advantage Actor-Critic Algorithm: A3C is made up of numerous autonomous agents, 

each with its own weights, interacting concurrently with a different copy of the environment. As a 

result, they can quickly and efficiently explore a larger portion of the state-action space. Agents engage 

in environment-specific interactions asynchronously, gaining knowledge from every conversation. 

The learning agent modifies the optimal policy function using the value of the Value function. Agent 

will be made aware of the acts that were rewarded and those that were penalised. 

 Most Popular Machine Learning Software Tools are  Scikit-learn, PyTorch, TensorFlow, Weka, 

KNIME, Colab, Apache Mahout, Accord.Net, Shogun, Keras.io, Rapid Miner, etc. 

10. FINAL RESEARCH PROPOSAL IN CHOSEN TOPIC :  

A comparative study of credit card fraud detection using various ML and DM techniques and 

modification to existing approaches. 

11. SWOT ANALYSIS : 

A SWOT [85] analysis is useful for evaluating both the internal as well as external factors that may 

have an impact on a business. A capability or resource that an organisation can successfully utilise in 

order to meet its goals is referred to as strength of that organisation. A company's weaknesses [86] are 

https://www.softwaretestinghelp.com/machine-learning-tools/#10_Most_Popular_Machine_Learning_Software_Tools
https://www.softwaretestinghelp.com/machine-learning-tools/#10_Most_Popular_Machine_Learning_Software_Tools
https://www.softwaretestinghelp.com/machine-learning-tools/#1_Scikit-learn
https://www.softwaretestinghelp.com/machine-learning-tools/#2_PyTorch
https://www.softwaretestinghelp.com/machine-learning-tools/#3_TensorFlow
https://www.softwaretestinghelp.com/machine-learning-tools/#4_Weka
https://www.softwaretestinghelp.com/machine-learning-tools/#5_KNIME
https://www.softwaretestinghelp.com/machine-learning-tools/#5_KNIME
https://www.softwaretestinghelp.com/machine-learning-tools/#6_Colab
https://www.softwaretestinghelp.com/machine-learning-tools/#7_Apache_Mahout
https://www.softwaretestinghelp.com/machine-learning-tools/#8_AccordNet
https://www.softwaretestinghelp.com/machine-learning-tools/#9_Shogun
https://www.softwaretestinghelp.com/machine-learning-tools/#10_Kerasio
https://www.softwaretestinghelp.com/machine-learning-tools/#11_Rapid_Miner
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the result of internal variables. The process of locating these can assist in the localization of potential 

development areas. It enables organisations to design solutions to correct and control their problematic 

areas, which in turn helps them develop. Opportunities [87] can be defined as external variables that 

are open and available for the organisation to use to its advantage in order to benefit from them. Threats 

[88] enable organisations to gain visibility into their shortcomings as well as potential areas for 

development. 

 

11.1 Strengths:  
Learning by machine occurs without human intervention: A computer is responsible for the entirety 

of the data interpretation and analysis processes, both of which are carried out on the data. Prediction 

or interpretation of the data does not require the involvement of humans. Machines begin to learn and 

predict which algorithm or program will produce the greatest results as part of the overall machine 

learning process. 

Improved fraud detection accuracy: Machine learning techniques are more precise and produce more 

relevant results compared to rule-based solutions since they take many additional elements into 

account. This is because ML algorithms can consider a vast number of extra data points, such as minute 

features of behaviour patterns associated with a particular account. 

Multiple data formats are supported: In a fluid and uncertain setting, It is capable of managing a diverse 

range of data types. It has a wide range of capabilities and operates at multiple levels. 

Applied to different areas: It finds use in many aspects of modern life, including healthcare, 

engineering, teaching, and more. Data-analysis and prediction tools can range from the simplest of 

programs to the most complicated of structured machines. 

 

11.2 Weakness:  
Require a massive dataset: Large data sets are suitable for machine learning techniques. The results 

might not be perfect with little data. Large data sets are necessary for accurate machine learning of 

models. This data volume is a problem for smaller firms, but it is not for big organisations.  

Noise in data: There could be a huge amount of noise in the data we get. The algorithm needs to be 

able to tell the difference between authentic user input and skewed or made-up user input. 

Unbalanced Data: The data used to detect credit card fraud are unbalanced. Few fraudulent credit card 

transactions occur overall. Due to this, fraud transaction detection is exceedingly challenging and 

inaccurate. 

Difficult to gather reliable data: For a machine learning model to be effective over the course of its 

lifetime, It is essential to get a significant amount of data. The information that is entered will be of 

high quality, which is something that rarely occurs in real life. 

Unstandardized metrics: There is no one set of evaluation criteria that can be applied across the board 

when comparing and contrasting the results of different fraud detection systems. 

The financial burden of fraud detection: The system ought to consider, at the same time, both the cost 

of the detected fraud as well as the cost of the prevention of further fraud. 

 

11.3 Opportunities:  
To prevent or identify fraudulent conduct, model creation processes can be used in industries related 

to commerce, such as the insurance and telecommunications sectors. 

Gathering and organising raw data, which is subsequently utilised to train the model to forecast the 

likelihood of fraud. 

Modern data-driven statistics and machine-learning (ML) techniques can produce prediction models 

with statistical resemblances that output the likelihood that a transaction is fraudulent and can solve 

the aforementioned problem.  

Machine learning also improves with experience and grows more accurate and effective at work, just 

like humans do. This leads to decisions that will be better. As more data is gathered, a machine can 

learn more, and it can also understand patterns and trends which can be used in business. 

 

11.4 Threats: (Challenge) 

False positives are instances in which legitimate transactions are incorrectly suspected of being 

fraudulent when, in fact, they are legitimate (and vice versa). Transactions that are not genuine might 



International Journal of Applied Engineering and Management 

Letters (IJAEML), ISSN: 2581-7000, Vol. 7, No. 3, July 2023 
SRINIVAS 

PUBLICATION 

Devicharan Rai M., et al. (2023); www.srinivaspublication.com PAGE 30 

 

 
 

also give the appearance of being legitimate (false negative). As a result, obtaining low rates of false 

positives and false negatives is one of the key challenges that faces fraud detection systems. 

Illegitimate transactions are less often compared with legitimate transactions. This type of data is 

called skewed data. Working with skewed data is difficult. 

Imbalanced data are the result of skewed data. To balance dataset synthetic minority oversampling 

technique is used, which may result in overlapping and more noise in the data. 

Working with a large dataset is a tedious task and data is confidential that result in Principal 

Component Analysis. PCA have its own assumptions like correlation between features, missing values 

etc. 

Different models are used to test fraud detection. Each model uses a different algorithm. The detection 

of new frauds will be difficult. 

Real life data contains privacy and sensitive and is not easily gettable because of the risk involved in 

it. Institutions may be held responsible for data leakage. 

Data mining techniques will need more time to deal with a huge amount of data. 

Building a proper, error-free machine learning model is essential. To do that, businesses require 

educated professionals with experience of creating such systems and in-depth knowledge of the 

peculiar area of payment fraud. 

Inflexibility: Recognizing new kinds of valid or fraudulent patterns is a regular difficulty for 

classification algorithms. This is because of the lack of flexibility in their design. Both supervised and 

unsupervised fraud detection algorithms find it challenging to recognise new patterns of both normal 

and fraudulent behaviour. 

12. SUGGESTIONS TO IMPLEMENT RESEARCH ACTIVITIES ACCORDING TO 

PROPOSAL : 

(1) Different forms of attack are effectively tackled by different types of algorithms. A single 

algorithm may unable to handle all types of attacks. 

(2) The F1 score needs to be considered compared to other metrics for performance evaluation. 

(3) Customers sharing the same characteristics will act in the same way. 

(4) Innovative algorithms work better than conventional data mining techniques. 

13. CONCLUSION :  

Today's need is for digital money transactions. There has been an increase in card usage and digital 

money transactions. A rise in cybercrime is seen along with an increase in digital money transactions. 

The key focus in preventing cybercrime is the identification of unauthorised users. Emphasis is placed 

on the machine learning techniques utilised in the identification of CCF. The many ML algorithms 

employed in CCFD are the main topic of this study. The same algorithms are utilised in data mining 

to identify fraud. The paper also focuses on measures for CCFD algorithm evaluation. CCFD is a real-

time necessity, and the model should be accurate to catch fraud early. The dataset used, training data, 

and testing data are also emphasised. A confusion matrix is used to assess metrics and, ultimately, 

algorithm performance. 
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