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ABSTRACT 

Purpose: Deep learning (DL) is referred to as the "hot subject" in pattern recognition and 

machine learning. The unmatched potential of deep learning allows for the resolution of the 

majority of complex machine learning issues, and it is evident that it will receive attention 

within the framework for mobile devices. There are tools for pattern recognition that can be 

used by smart applications of the next generation to make huge changes.  

Design/Methodology/Approach: The deep feature convolutional network (DEEPQ-CNN) 

extracts the high representation and features of the hierarchical image from the relevant training 

data when data-driven learning is enabled. In addition, the DEEPQ-CNN characterization 

strategies are adapted to a couple of datasets in the boundaries and construction. The running 

time of the neural network and the network's weight are essential requirements for mobile 

computing.  

Finding/Results: In the proposed system, the design of the image processing module is based 

on the characteristics of a mobile device's convolutional neural network. However, the use of 

mobile devices for data collection, processing, and construction is described. Last but not least, 

the computing conditions and mobile device data features are taken into account.  

Original Value: For optical character recognition (OCR), specific datasets support the 

lightweight network structure. CNN is utilized to approve the proposed framework when 

examinations are made with the results of past methods to perceive the optical person. 

Paper Type: Research 

Keywords: Prediction, Character Recognition, CNN, Accuracy, Feature Selection, 

Convolutional Neural Networks, DeepQ Feature 

1. INTRODUCTION : 

One of the most important areas of research is OCR technology, which combines computer graphics, 

digital image processing, artificial intelligence, and pattern recognition. Optical character recognition 

is the method to print the scanned character using electronic devices and evaluate the scanned featured 

data that is detected. Recognizing the characters converts the shapes into computer characters [1]. In 

contrast to the Dong Ba character, which is shaped like an oracle bone and has an inscription written in 

gold, Shui characters, which are hieroglyphics, are preserved digitally in China using OCR technology. 

Orally and in the handwriting of particular peoples are the cultural traces of the language [2]. In addition, 

the majority of books are unreadable and against Shui tradition. Using cutting-edge information 

processing methods like machine learning and the collection and analysis of data, proper digital 

preservation is now established in place of previous document preservation methods [3]. 
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Various services of mobile features and other standard intelligent devices that provide better benefits 

for data collection, storage, and use, a growing number of users send and receive various types of 

information via mobile devices [4]. Advanced mobile service computing and embedded devices are 

used to build the Internet of Things (IoT), which enhances the physical data that is connected to 

everyday situations. Things and people interact significantly differently now. In mobile devices, 

particularly those that can perform using machine learning, deep learning represents the artificial 

intelligence technology that creates mobile phones [5]. Possible applications include object detection 

and recognition, speech-to-text translation, media data retrieval, and multi-modal data analysis. The 

deep learning method for mobile computing has undergone a number of modifications, resulting in 

significant improvements to the applications' performance [6]. The majority of the devices that enable 

smart objects to learn, including smartphones, smartwatches, and cameras, are in charge of sensing and 

processing. Besides, the conceivable shrewd applications are presented in versatile conditions, which 

look for more fascination because of the abrupt conveyance of brilliant compact gadgets and the 

improved portable assistance innovation [7]. In addition, deep neural networks (DNNs) are utilized in 

mobile settings with increased human consideration. Deep learning improves the performance of 

previous mobile multimedia applications and paves the way for numerous complex mobile application 

development. Even though mobile deep neural networks require a lot of power, the neural network 

architecture was made to work in these circumstances [8]. Deep learning fundamentals, training and 

reasoning algorithms, and network architecture are just a few of the fundamental issues discussed [9, 

10]. 

CNN selects the unstructured image or classified data into object information, which is used extensively 

in deep learning. The working principle of CNNs is typically outlined below. The OCR field is 

significantly disrupted by the current deep learning technology. To begin, the convolution layer scans 

the input image to generate the feature vector. Second, which feature must be activated for the image 

to be evaluated in order to draw a conclusion about the activation layer. Thirdly, the feature's vector 

gets smaller thanks to the pooling layer. Every potential tag is associated with the completely associated 

layer to every one of the results of the pooling layer. The work is set up as follows: area 2 gives a broad 

examination different methodologies. In area 3, the examination procedure is made sense of which is 

trailed by the assessed mathematical results in segment 4. In section 5, the research summary is 

discussed. 

2. RELATED WORKS : 

The PCs can deal with the texts of this present reality straightforwardly utilizing optical person 

acknowledgment. The results of the examination are utilized to numerous useful issues like parting the 

mail, recovery of pictures, really take a look at acknowledgment, penmanship inputs, and wise robots 

[11]. Character recognition typically employs one or more techniques that fall into one of three 

categories. Techniques for deep learning include (i) feature classification and extraction, (ii) template 

matching and Order and extraction of the element are the broadest expected strategies to perceive the 

optical person. There are two types of this method. A calculation is expected to remove highlights of 

the characters of a picture as the initial step. The by and large used include extraction calculations are 

SURF, Hoard, and Filter. In the second step, categorizing the acquired features requires a classifier. 

SVM, NB, k-NN, and other general classifiers are among them [12]. The character of pre-processed 

images projected consecutively to match the templates is first recognized using a standard template set 

in the template matching technique. The identified characters are the focus of the superior matching 

template. 

The deep learning model for character recognition that uses the most general approach is CNN 

(Convolutional Neural Network). CNN, a feed-forward neural network, is inspired by biological 

processes. Convolution and down-sampling layers in a CNN are more important than in conventional 

network architectures [13]. One of the high-level convolutional brain networks is planned by LeNet5 

has redesigned the upgrade of profound learning [14]. This network makes use of handwritten character 

recognition. In addition, the image features are distributed throughout the entire image. At various 

locations, the efficient path with fewer parameters for extracting the same features is learnable 

parameters with convolution. From this time forward, the basic improvement is the ability to safeguard 

the computational techniques and the boundaries. Convolutional neural networks have two essential 

characteristics that are connected locally and with weight. In order to learn about the local features, the 
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local connection is made up of a few nodes from the final layer and a few nodes from the convolution 

layer. Using this kind of local connection extensively reduces the possibility of overfitting, increased 

learning rate, and parameter count. 

Using backpropagation and gradient descent-based methods to reduce the loss function, the CNN is 

trained in the same manner as other artificial neural networks. Besides, convolutional neurons are 

gathered to highlight maps with comparative loads. Then, at that point, the total interaction is equivalent 

to convolution, and each guide has the channel as the circulated weight. Weight sharing reduces the 

number of network parameters, improves efficiency, and eliminates overfitting. Additionally, the 

activation layer and the first layers of CNN—the down-sampling layer, the convolutional layer, and the 

number of fully connected layers—are used to generate the classification result [15]. Handwritten 

recognition must be improved and the research gaps must be filled based on these findings. 

3. OBJECTIVES OF THE PAPER : 

There are two categories of digit recognition systems in terms of classifiers: (analytic) Segmentation-

free (global) and categorization-based (local) A method for recognizing digits without breaking them 

down into subgroups or digits is the divided partial, which is also referred to as a holistic strategy for 

identifying digits. Each word is presented as a feature set asset, such as ascender loops and other similar 

structures. The streak plate method, on the other hand, divides each word into uniform or nonuniform 

subgroups, or independent subunits. It is difficult to design a system that can practice all handwritten 

scripts and languages because the HDR system is domain and application specific. Let's talk about the 

CNNs, which have recently become more popular. In applications like image and video identification, 

recommender systems, and natural language processing (NLP), CNNs are a type of deep, feed-forward 

ANN that can complete a variety of tasks more quickly and precisely than other classifiers. Neural 

networks are used by Facebook's auto-tagging algorithms, Google's photo search, Amazon's product 

recommendations, Interest's personalized home feeds, and Integra's search infrastructure, among other 

things. The process of using an image as a parameter and predicting whether or not a set of criteria is 

met (cat or not, dot or not) is known as image classification or object recognition. One input layer, five 

hidden layers, and one output layer make up the seven-layered CNN. 

4. CNN METHODOLOGY : 

The following are the four phases of this section: 1) obtaining data; 2) pre-handling with fleeting 

convolutions; 3) highlight portrayal; and a deep feature convolutional network-based classifier on the 

fourth. In order to evaluate various metrics like precision, accuracy, recall, and the F-measure, the 

execution is carried out in MATLAB 2020a. The architectural model of the deep feature convolutional 

network is shown in Fig. 1. 

a. The subset of the NIST database is provided by the MNIST dataset. Here, 6000 and 10,000 pictures 

are required for preparing and testing from 70,000 pictures of transcribed digits. Seventy percent of the 

samples are used for training, and thirty percent are used for testing. The label values are regarded as 

experimental analysis and range from 0 to 9. 

b. Temporal Convolution Preprocessing: Based on data from a single point in time, the current deep 

learning methods are able to make the prediction. With increased data availability, this method rejects 

potentially useful data. In order to fully utilize historical data in the production of dynamic predictions, 

the use of convolutions is investigated as a means of explicitly capturing covariate patch 

representations. 

Informational Absence: The general premise of the current methods is that the frequency and time of 

covariate measurements do not provide any useful information. Oppositely, this proposed framework 

is capable unequivocally for the learning relationship for the instructive missingness among the 

examples of manually written pictures and the information missingness. 

http://www.srinivaspublication.com/


International Journal of Case Studies in Business, IT, and Education 

(IJCSBE), ISSN: 2581-6942, Vol. 7, No. 2, June 2023 
SRINIVAS 

PUBLICATION 

A. Sasi Kumar, et al, (2023); www.srinivaspublication.com PAGE 417 

 

 

 

Fig. 1: Network Architecture – DeepQ Network [4]  

5. FEATURE REPRESENTATION : 

The physical component patches with 15*15 from written by hand pictures are removed with 

fundamental element data for highlight portrayal. Pearson correlation is used to conduct correlation 

analyses among the feature patches in this case. The relationship is communicated as in Eq(1) [8]: The 

average density of voxels in each object's feature patch is calculated by multiplying m by 1,2,...,N_sub 

and n by 1,2,...,N_patch, respectively. 

PXn1, Xn2= i=1NsubFXi, n1-xn1(Xi, n2-xn2)i=1NsubF(Xi, n1-xn1)^2 j=1NsubFXj, N2- xn22  (1) 

 

In this case, n_1 and n_2 indicate two distinct patches. In order to fulfill the feature representation and 

eliminate a significant number of redundant features, patches in patch clusters with lower correlation 

are selected. However, the isolation between adjacent patches (digits) is eliminated by avoiding patches 

with a higher p-value. In the end, a number of patches are taken out, and the variations are related to 

one another. Hence, the connections of picture patches with picture portrayal are intertwined with the 

elements. 

6. NETWORK ARCHITECTURE : 

The convolutional block first understands the presentations of covariate patches by extracting local 

features from information's temporal patterns starting at the network's base. The fully connected block 

captures more global relationships thanks to the concatenation of local information from the 

convolutional block. Pointer veils are taken care of equal, and the channel initiations are joined after 

each layer with the basic unit from the assistant branch. ReLUs are required for non-linear activation 

following MC dropout after each layer. Lastly, the multi-task method combines each prediction work 

with the output block using a single layer that is fully connected. It comes after the softmax capability 

that creates the succession of assessment in regards to disappointment for the pre-characterized 

expectation stretches where τmax means the ideal most extreme expectation skyline. On time t, the 

sequence follows the curve, and both lower-level and higher-level features make up the extracted 

features. The output from the concatenation layer is sent to the softmax output layers and the subsequent 

fully connected layers (FCL). Equation provides the convolution layer that serves as the sixth network 

layer. 2): 
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ykh=gi∈MkNFyih-1*wikh+bkh (2) 

 

The weighted factor is given by w, the bias is given by b, the input feature map is given by M_k, and 

the activation function is given by g. The activation function is used to generate the (h-1) feature maps, 

which are then convolved over the kernel. By integrating the convolution positions of the input maps, 

each feature map y_kh (k=1,2,3,...,N_k) is obtained, where N_k is the number of learnable kernels. By 

evaluating the moment gradient estimation, the Adam algorithm optimizes the anticipated model at 

independent learning rates. It is evaluated by Eq. (3): 

mn= α1mn-1+1+α1 ∇ E(θn) (3) 

 

The iteration number is given by n, the parameter vector is given by, the loss function is given by E(), 

the gradient loss function is given by E(), and the exponential delay-based moment estimation rate is 

given by _1. The following moment is represented by eq. 4): 

 

mn= α1mn-1+1+α1 ∇ E(θn) (4) 

 

Where n is the number of iterations, is the parameter vector, _1 is the exponential decay rate-based first-

moment estimation, and E() is the gradient loss function. It can be expressed as follows: 5): 

 

 vn= α2v. (n-1) + (1-α2) ∇Eθn2 (5) 

 

mn=mn/(1-α1n) (6) 

vn=vn/(1-α2n) (7) 

 

Finally, Eq. uses the moving averages in an adaptive manner to update the network. 8): 

θn+1= θn- α. mn/(vn+s (8) 

 

The trained deep feature convolutional network adjusts the mini-batch weight size to 65 per batch after 

training for 100 epochs at an initial learning rate of =0.003. Where is the learning rate is fixed at 108, 

zero divisors are avoided. The rot rates (first and second request) are 0.85 and 0.99. The learning rate 

consists of five periods. The model's instability and complexity are reduced by avoiding the risk of 

overfitting.  

7. EXPERIMENTAL SETUP : 

All of the experiments are demonstrated as programming languages during the simulation, which is 

carried out in the MATLAB 2020a environment with an Intel 2.2 GHz processor and 4 GB of RAM. 

All of the experiments in the proposed system are displayed on the MNIST dataset. In the HDR project, 

which is based on the deep learning framework (DL4J), MNIST uses the standard database. The 

information base includes computerized written-by-hand pictures and various highlights of a picture. 

The MNIST training dataset contains 60,000 images, which are used to train the system with 5130 

datasets from the testing area that have been tested. The accuracy, recall, precision, and F-measure are 

used to validate the results. Here, the open online dataset is taken into consideration, and various metrics 

and equations are used to evaluate it. 8) - Eq. (11): 
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Accuracy= TP+TNTP+TN+FP+FN   (8) 

Precision= TPTP+FP   (9) 

Recall= TPTP+FN   (10) 

F-measure = 2 (TP)2 (TP+ FN)   (11) 

 

True Positive (TP): The goal of the DEEPQ-CN Nmodel is to identify the appropriate features; 

Genuine Negative (TN) - the DEEPQ-CNN model expects to distinguish the mistaken 

highlights as off-base ones; 

False Positive (FP): The DEEPQ-CNN model intends to correctly predict the wrong features; 

False Negative (FN): The DEEPQ-CNN model intends to predict the correct features as 

opposed to the incorrect ones; 

 

Table 1: Experimental Results with Comparison 

Metrics ResNet  

GoogleNet

+ 

ResNet 

 

R-50 

Dense

Net 
DeepQ-CNN 

Precision 68% 72% 85% 78% 93% 

Recall 64% 72% 82% 79% 92% 

F-measure 63% 72% 81% 82% 93% 

Accuracy 64% 75% 86% 83% 94% 

 

  

Fig. 2: Calculation of Precision Fig. 3: Computation of Recall 
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Fig. 4: Computation of F-Measure Fig. 5: Accuracy Index 

 

The performance metrics of DEEPQ-CNN compared to those of ResNet, GoogleNet + ResNet, R-50, 

and DenseNet are shown in Table 1. The precision of the DEEPQ-CNN is 93% which is 25%, 15%, 

15.5%, and 11% higher than different methodologies (See Fig 5). The DEEPQ-CNN's recall is 92%, 

which is 32%, 4%, 6%, and 10% higher than that of other methods (see Fig. 3). The DEEPQ-CNN has 

a F-measure of 90%, which is higher than other methods by 25%, 1%, 4%, and 9%, respectively (see 

Fig. 4). The accuracy of the DEEPQ-CNN is 95% which is 20%, 5%, 5% and 7% higher than different 

methodologies (See Fig 3). The anticipated DEEPQ-CNN has an execution time of 120 seconds and an 

error rate of 0.0635. It has been demonstrated through all of these analyses that the model outperforms 

the various approaches currently in use in terms of prediction accuracy. 

8. CONCLUSION : 

The proposed system makes use of the theoretical handwritten digit recognition method, also known as 

the deep feature convolutional neural network model (DEEPQ-CNN), to predict the isolated digits with 

no additional calculation complexity. Additionally, the absence of pre-processing stages reduces 

prediction complexity. The error rate is then reduced, reducing execution time. The classifier model 

and the input samples are both provided by the MNIST dataset. To get rid of the separated trained 

classifier, this model classifies the isolated and overlapped digits. The experiments are carried out under 

simulation conditions created in MATLAB 2020a to compare the results to those of various current 

methods, including R-50, DenseNet, GoogleNet + ResNet, and pre-trained ResNet. Prediction accuracy 

of the proposed DEEPQ-CNN model is 93% higher than that of the other methods. The proposed 

DEEPQ-CNN furnishes a superior exchange contrasted and the prior techniques. In the future, hybrid 

optimizers must improve prediction accuracy and reduce error rates while reducing execution time. 
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